


 
 

7 
 

 
Figure 8. Signature asymmetry for different water vapor concentration. The ATMS scans 
used to construct the asymmetry signatures were filtered and averaged, but no correction for 
background scene variation was applied. 

 
In addition to average and asymmetry signature construction, a number of diagnostics were 
used during the assessment of the averaged along-scan signatures. Many of the diagnostics 
were intended to understand the background scene across the ATMS scan and any potential 
systematic variations in the background scenes from one ATMS scan position to another. 
Average and standard deviation of scene-by-scene water vapor concentration and sea surface 
temperature (SST) for the samples retained after filtering at each scan position indicated that 
water vapor and SST variations across the scan existed. The impact of the background scene 
variability was assessed and revealed that despite relatively small water vapor concentration 
and SST differences, the ∆T was found to be nearly 1°K between the two complimentary 
scan positions (for computing signature asymmetry, e.g., -42.7350° and +42.7350°). Since 
this contribution was large in comparison to the anticipated sensor error impacts (around or 
below 1-2°K) an effort was made to remove the >1°K contribution from background scene 
variability to the filtered averaged signatures through removal of simulated scenes used in the 
averaging. 
 
3.2 Background removal from ATMS along-scan signature data 
 
The radiative transfer model (RTM) applied for background scene simulation and removal 
(described in [2]) relies on the assumption of a single layer atmosphere. Since only clear, 
over-ocean scenes were used in the signature averaging process, the scenes requiring 
simulation were relatively simple and expected to be well represented by the RTM applied. 
 
Following RTM simulation and subtraction of the background for each post-filtered scene, 
signature asymmetry analysis was performed for a number of water vapor concentrations 
ranges. Figure 9 shows the signature asymmetry (as compared to Fig. 8) curves after 
background scene removal. The general behavior of the curves suggested increases in the 
edge of scan asymmetry (and on the order of 1-2°K) with decreasing water vapor 
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concentration. This result was consistent with the simulated impact from positive PRA error. 
There was also some indication of negative slope near the scan center, which could be 
indicative of positive EIA errors (sensor roll and scan-drive error). To better assess the 
admixture of sensor errors necessary to create signature asymmetries on the order computed 
here, a parametric study was performed. The parameter study relied on the ATMS sensor 
error simulation code [2]. The study varied PRA, EIA (roll and scan-drive errors), and cross-
polarization error to study how well the signature asymmetry expected to be produced by 
each sensor error admixture fit the actual ATMS background corrected signature asymmetry 
data. These were the only sources of error assumed, therefore the impacts from other factors 
that could potentially contribute to the signature asymmetry were not considered.  

 
Figure 9. Signature asymmetry for different water vapor concentration. The ATMS scans 
used to construct the asymmetry signatures were filtered and averaged, and background 
scene correction applied. 
 
3.3 Estimation of sensor error admixture 
 
Background corrected asymmetry signature curves were constructed by compiling accepted 
data within sliding 20 mm water vapor concentration bins. Accepted scenes with water vapor 
concentration between 0-20 mm were used to construct the 0-20 mm curve, scenes with 
water vapor between 1-21 mm were used to construct the 1-21 mm curve, and so on up to the 
construction of the 30-50 mm curve. Each signature asymmetry curve was then compared to 
a set of sensor error admixture simulations (using the mean water vapor concentration and 
SST). The root mean squared error (RMSE) was used to provide a goodness-of-fit metric 
between the asymmetry curve and the simulated error admixture curve. Since visual 
inspection of the asymmetry signatures suggested the presence of PRA error (see edge of 
scan impact evident in Fig. 9), the first test performed allowed the PRA component to vary 
from -4.0° to +4.0° at 0.1° resolution. PRA error was assumed to be the only sensor error 
present, and asymmetry error signatures were generated for the different values of PRA 
(similar to curves in upper right panel of Fig. 5). PRA values capable of fitting the actual data 
ATMS signature asymmetry to an RMSE ≤ 0.25°K were retained (note, similar tests were 
performed to investigate how well any other single sensor error could recreate the ATMS 
asymmetry signature; all RMSE values were in excess of 0.25°K). The maximum and 
minimum values of PRA from the initial screening were used to define the bounds of PRA 
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error used in the full sensor error admixture parameter study. Best-fit RMSE values ≤ 0.25°K 
were found for admixture asymmetry fits to the ATMS signature asymmetry curves for water 
vapor concentrations from 0-20 mm through 19-39 mm. Average asymmetry signatures for 
high water vapor concentrations (20-40 mm and greater) were sample limited. No error 
admixture simulated signature asymmetry could match the ATMS signature asymmetry to 
RMSE ≤ 0.25 °K for signatures constructed with scenes having water vapor concentrations 
including and greater than the 20-40 mm range. For this reason, the results at water vapor 
concentrations at and beyond the 20-40 mm bin were not used in developing best estimated 
sensor error components. Minimum RMSE values identified for signatures stratified by water 
vapor concentration for 20 mm intervals from 0-20 mm through 19-39 mm are shown in Fig. 
15.  
 

 
Figure 10. Minimum RMSE for background corrected filtered averaged ATMS signature 
asymmetry curves. Data within 20 mm water vapor concentration ranges were used for 
signature construction. Water vapor concentration ranges larger than the 19-39 mm range 
were excluded due to insufficient samples for averaging. 
 
 
The full sensor error admixture parameter study performed sensor error asymmetry 
simulations for the range of PRA values found in the initial screening and values of roll error 
from -1° to +1° (at 0.1° resolution), scan drive error from -1° to +1° (at 0.1° resolution), and 
cross-polarization error from -2% to +2% (at 0.2% resolution). Signature asymmetry curves 
produced by all combinations of the sensor errors were generated and compared to the 
ATMS signature asymmetry curves for each water vapor concentration range. For each 
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background removed scan asymmetry curve (e.g., 10-30 mm blue curve in Fig. 9), the best fit 
sensor error admixture was determined. Fig. 11 displays the background removed signature 
asymmetry (green curve) and the fitted simulated asymmetry (blue curve) for the given 
combination of PRA, roll error, scan-drive error, and cross-pol error that minimize the fit 
RMSE for the water vapor concentration range asymmetry signatures shown. 
 

 
Figure 11. Results of best-fit sensor error admixture asymmetry signature (blue curve) for 
average ATMS background removed signature asymmetry (green curve) for 0-20 mm data 
scenes (upper left), 5-25 mm data scenes (upper right), 10-15 mm data scenes (lower left) 
and 15-35 mm data scenes (lower right). The values of the sensor error components that 
create the blue curve are included in the upper right corner of each plot. 
 
 
Figures 12-15 display the results of this analysis, with points signifying the best-fit (i.e., 
minimum RMSE fit) of each error evaluated at each of the 20 mm wide water vapor bin 
ranges. Additionally, all admixtures producing asymmetry curves that fit the ATMS 
signature asymmetry with RMSE ≤ 0.25 °K were captured and used to define the bounds 
(vertical lines extending from the black dots) depicted in the plots. Statistics were computed 
based on these results and are summarized in Table 1. The standard deviation across the 
vapor bins for Roll, Scan Drive and Cross-Pol was large in comparison to the mean values of 
each error component, suggesting that quantitative estimation of these errors is less 
definitive. This was not unexpected, as simulated signatures resulting from these types of 
errors (when small) may manifest only sub 1°K variations in the across scan signature 
asymmetry. The results shown in Table 1 do provide bounds within which these error 
components likely lie within and each envelope the zero value (which could indicate that the 
error is not present). For the best-fit admixture of each vapor bin signature, the mean PRA 
error was found to be 1.31° with a standard deviation of 0.19°. The relatively small standard 
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deviation, in comparison to the mean value suggests that the PRA type error appears to be a 
robust that could contribute to the scan signature asymmetry. PRA type errors as large as 1.5° 
would result in large scan asymmetry, particularly at the edge of scan under low water vapor 
conditions. Since a PRA type error of that level would likely manifest > 1°K difference at 
scan edge, it was not surprising that impacts of PRA error were apparent despite the potential 
limitations associated with studying a relatively small three month data sample. 
 

 

 
Figure 12. Estimation of PRA component of a sensor error admixture required to best-fit the 
ATMS channel 16 asymmetry curve created from 20 mm water vapor ranges from 0-20 mm 
to 19-39 mm. Best-fit values are indicated by points. Bars indicate the range of values over 
which the error was present in an admixture resulting in a fit with RMSE ≤ 0.25 °K.  

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
PRA

P
R

A
 (d

eg
)

WV (mm)

0-
20

1-
21

2-
22

3-
23

4-
24

5-
25

6-
26

7-
27

8-
28

9-
29

10
-3

0
11

-3
1

12
-3

2
13

-3
3

14
-3

4
15

-3
5

16
-3

6
17

-3
7

18
-3

8
19

-3
9



 
 

12 
 

  
 
Figure 13. As in Fig. 12, but for roll error component of a sensor error admixture.  
 

  
 
Figure 14. As in Fig. 12, but for scan-drive error component of a sensor error admixture.  
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Figure 15. As in Fig. 12, but for cross-pol error component of a sensor error admixture.  
 
 

Table 1. Statistics from sensor error admixture parameter study. 

Error 
Component 

Best-fit 
average value 

Best-fit 
standard 
deviation 

Minimum value with 
fit RMSE ≤ 0.25° 

Maximum value with 
fit RMSE ≤ 0.25° 

PRA 1.31° 0.19° 1.0° 1.7° 
Roll -0.17° 0.21° -0.8° 0.6° 
Scan-drive 0.40° 0.39° -0.8° 1.0° 
Cross-pol -0.22% 0.20% -2.0% 2.0% 

 
 
4. Summary 

 
A methodology for identification and quantification of the presence of static sensor errors 
was developed and employed to assess NPP ATMS on-orbit signatures. Through use of three 
months of on-orbit data and filtering (spatial, temporal, and by background scene 
characterization), ATMS along-scan asymmetry signatures were constructed. To minimize 
the effects of the background scene across the averaged ATMS signatures, background scene 
characteristics at every scan position (water vapor, sea surface temperature) were used to 
simulate the background for removal from the averaged signatures. 
 
Sensor error simulation code developed to describe the potential impacts of polarization 
rotation angle, roll, scan drive, and cross-polarization error on ATMS along-scan signatures 
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was coupled with the averaged ATMS signatures to identify the presence of, and estimate 
quantitatively, each sensor error. RMSE analysis between the ATMS signature asymmetry 
and the simulated sensor error signature asymmetry was employed to characterize how well 
simulated sensor error admixtures could be fitted to the actual ATMS signature data. The 
study, which does not attempt to address other potential contributors to the scan asymmetry 
(e.g., antenna pointing angle, sidelobe contamination, see ref. [4]), suggests that PRA error, 
in the absence of the influence of a factor other than the sensor errors modeled here, would 
need to be present on the order of ~1.1° - 1.5° to result in the level of asymmetry detected on 
the edge scan for the signatures evaluated (results consistent with the findings in [5]). The 
necessity of including the presence of roll, scan drive and cross-polarization error appears 
less certain for fitting to the along-scan asymmetry signatures. While the best-fit estimate of 
the actual sensor error admixture suggests that each of these errors may well be non-zero, the 
finding that the range over which they span includes zero (and produce reasonably good fits 
to the ATMS signatures) suggests that their inclusion to reproduce the observed asymmetries 
is not conclusive at the fidelity of the current study. 
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Appendix A. 
 
A MATLAB Graphical User Interface for ATMS Along-Scan Signature Evaluation 
 
Description: 
 
 A MATLAB graphical user interface (GUI) was developed to create a flexible and 
efficient means of assessing the ATMS along-scan signature. Based on GUI options 
defined/enabled by the user, pre-processed data sets may be filtered, stratified and made 
available for further evaluation. A number of data plotting options are also included. The 
GUI software is stored in an Aerospace shared folder, making it available to any Aerospace 
personnel after access to the folder is established. 
 
Motivation: 
 
 An effort to identify and quantify the effects of sensor error admixture on the NPP 
ATMS along-scan signature was initiated in early 2012. To assess the along-scan signature 
for the presence of sensor errors, multi-month average signatures were required. In addition 
to multi-month averaging used to reduce noise in the ATMS signature, additional filtering of 
the data based on geophysical parameters within the ATMS scan scene was needed to better 
understand the sensor error components present. To optimize the flexibility of data analyses 
for these purposes, a MATLAB graphical user interface (GUI) was developed. The GUI was 
made available to those involved in the analysis (and can be made available to other 
Aerospace employees) by placing the software in an Aerospace shared folder. Data pre-
processing occurs before the GUI and includes, extraction of raw channel 16 (i.e., 88.2 
GHz) ATMS data, geolocation of the ATMS data, elimination of data over land and ice 
surfaces (since over ocean scenes most desirable for sensor error characterization at 88.2 
GHz), and data reduction to coincide with a time window ±60 minutes from the 6-hourly 
numerical weather prediction (NWP) analyses used to filter the data through execution of 
the GUI. Data sets generated through execution of the GUI are used to generate plots and 
are made available to the user for further manipulation in the MATLAB environment. The 
following sections describe the requirement for using the GUI, how to configure MATLAB, 
options, and resultant data products for signature evaluation.  
 
Requirements to use GUI: 
 

1. MATLAB 
2. Mapping of network share folder on agoapps2 (details below) 

 
Steps to map share folder: 
 
On a PC: 

1. Click “My Network Places” 
2. Select “Add a network place” and follow steps of Add Network Place Wizard 
3. For network address enter     \\agoapps2\ATMS_CAL_VAL 
4. Complete wizard setup 
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This should create access to a share folder on agoapps2 called ‘ATMS_CAL_VAL’ that will 
contain the GUI software and data used by the GUI software. If you are not on the current 
access list please email Chris.Woods@aero.org to be added. 
 
On a Mac (command line):  

1. Create a dummy directory (e.g., ~/ATMS_CAL_VAL):  
mkdir ~/ATMS_CAL_VAL 
This only needs to be done once.  

2. Mount the shared directory (substitute your username for abc12345):  
mount -t smbfs //abc12345@agoapps2/ATMS_CAL_VAL ~/ATMS_CAL_VAL 
 
Configuring MATLAB to use the GUI: 
 
To use the software stored in the share folder, the correct MATLAB path needs to be set. To 
set the path correctly: 

1. In MATLAB select File -> Path 
2. In the Set Path window, select “Add Folder” 
3. On a PC, navigate to “My Network Places” and click on the ATMS_CAL_VAL on 

agoapps2 share folder location and expand to select the folder “GUI CODE” and click ‘OK’ 
On a Mac, navigate to your home directory, then ATMS_CAL_VAL and select GUI CODE  

4. Save the Path setup 
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You are now ready to use the GUI by typing ATMS_GUI at the MATLAB prompt: 
>> ATMS_GUI 
 
The GUI window will appear and look like: 

 
 
GUI usage overview: 
 
Data available through the GUI has been pre-filtered to eliminate over land and over ice 
scenes. The GUI allows one to further filter the data according to geophysical quantities in 
the scene (cloud fraction, wind speed, cloud water content and water vapor amount). 
 
Currently available pre-processed data exists for channel 16 (88.2 GHz) for the period of 
day 343 year 2011 through day 090 year 2012. Selection of start and stop day/year as well 
as channel should be made using the list boxes at the top of the GUI window. 
 
The pre-processed data and geophysical filters are derived using FNL NWP analyses (at 0, 
6, 12, 18 GMT). Data within a 60 minute window are available. More restrictive windowing 
may be applied by (e.g., 30 minutes) by editing the ‘Time match to NWP analysis’ box. 
 
Data Filters (checkbox and edit box): 
 
 Specific filtering of the data is accomplished by checking the appropriate checkboxes 
in the data filters section, and entering the desired filter threshold. If a box is not checked it 
will not be used to filter the data (if cloud fraction box is not checked, clear and fully cloudy 
scenes will be included in the output). The wind speed filter represents the maximum wind 
speed accepted (i.e., filter set to 5 m s-1 will selected only scenes with surface wind speed 
below or equal to m s-1). 
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Scan-by-scan position plot options (checkbox): 
 
 Plots are generated to show values at all scan positions for each of the selected boxes 
in the plot options. The options include full scan average (example shown below for five 
different water vapor content intervals), the number of samples used in the average at each 
scan position, the average SST at each scan position for accepted scenes, the SST standard 
deviation at each scan position for accepted scenes and a plot of the signature asymmetry 
(computed by subtracting the full scan signature’s transpose from the full scan signature). 
MATLAB figure windows are generated for each of the plot types selected. 
 
Plot line color (radio buttons): 
 
 Color selection for the plot choices selected. Changing the color selection between 
‘Runs’ will plot the new results over old plots for comparison. 

 
ATMS average signature plotted for five water vapor ranges: 0-10 mm (light blue), 0-20 mm (black), 10-30 
mm (blue), 20-40 mm (red) and 30-50 mm (green). For all averages shown, cloud fraction = 0%, wind speed < 
5 m s-1, and cloud water content = 0 kg m2 
 
Run (button): 
 
 After all selections are made, click the Run button to execute. As the days within the 
selected range are processed, a progress bar (example shown below) will show percent 
complete as the software executes the selected function. 
 

 
ATMS GUI execution progress bar 
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Output result to workspace (button): 
 
 Activate this button to output final post-processed (i.e., filtered) fields to the 
MATLAB workspace (see example below). This is useful if you would like to manipulate 
the filtered data that the GUI generates. Additionally, simulated brightness temperature data 
and geophysical parameter fields are output for each of the filtered scenes. After using the 
data on the workspace, type “return” at the MATLAB prompt to clear the workspace for the 
next run of the GUI. 
 

 
Screen capture showing parameters available on MATLAB workspace after execution of the GUI 
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The following data fields are generated: 
 
Geophysical parameters of filtered scenes (dimensions pre-allocated in software to be 10,000x96 
(number of scan positions); not all 10,000 entries necessarily filled depending on filtering criterion): 
 Cloud_fraction_raw (cloud fraction, %) 
 Cloud_water_raw (cloud water content, kg m-2) 
 SST_raw (sea surface temperature, °K) 
 Vapor_raw (water vapor concentration, mm) 
 Wind_raw (wind speed, m s-1) 
 
Geographical location information and hour of filtered scenes (dimension 10,000x96) 
 Hour_raw (decimal hour) 
 Lat_raw (latitude, degree) 
 Lon_raw (longitude, degree) 
 
Geophysical parameter statistics of filtered scenes (dimension 1x96): 
 SST_avg (average sea surface temperature, °K) 
 SST_stdev (standard deviation sea surface temperature, °K) 
 Vapor_avg (average water vapor concentration, mm) 
 Vapor_stdev (standard deviation vapor concentration, mm) 
 Wind_avg (average wind speed m s-1) 
 Wind_stdev (standard deviation wind speed m s-1) 
 
Measured brightness temperature array (°K) and statistics for filtered scenes: 
 TB_ raw (10,000x96) (ATMS TB, °K, for scenes at all positions) 
 TB_ avg (1x96) (ATMS TB average, °K, for scenes at all positions) 
 TB_ std (1x96) (ATMS TB standard deviation, °K, for scenes at all positions) 
 
Simulated brightness temperature array (°K) for filtered scenes: 
 TB_sim_raw (10,000x96) (simulated TB, °K, for scenes at all positions) 
 TB_sim_avg (1x96) (simulated TB average, °K, for scenes at all positions) 
 TB_sim_std (1x96) (simulated TB standard deviation, °K, for scenes at all positions) 
 
Data vectors used for plotting (dimension 1x96): 
 number (number of accepted samples at each scan position) 
 scan_angles (ATMS scan angles, degrees) 
 TB_avg (average ATMS brightness temperature for each scan position, °K) 
 TB_diff_avg (scan by scan average of ATMS TB minus simulated TB) 
 TB_diff_std (scan by scan standard deviation of ATMS TB minus simulated TB) 
 asym_TB (difference of average TB at scan position and reversed average TB at each  

scan position [to look for asymmetrical TB signature]) 
 asym_TB_simremoved (same as asym_ TB, except with the simulated background TB  

removed from the ATMS TB) 
 

 


